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Abstract

We use a panel of European firms to investigate the relationship between intangible assets and produc-

tivity. We distinguish between total factor productivity (tfp) and technology adoption, whereas standard

estimations consider only a notion of productivity that conflates the two effects. Although we are unable to

address simultaneity, we allow for the existence of multiple technologies within sectors through a mixture

model approach. We find that intangible assets have non-negligible effects that both push firms toward bet-

ter technologies (technology adoption effects) and allow for more efficient exploitation of a given technology

(tfp effects).
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1 Introduction

By including all those assets that lack a physical dimension (i.e., quality of management, customer loyalty,

information infrastructure, trade secrets, research and development (hereinafter R&D), and, more generally, a

company’s intellectual capital), intangible assets form the “knowledge base” of a firm and are often found to

play an important role in modern knowledge-intensive production (e.g., Delgado-Gomèz and Ramirèz-Alesòn

(2004), Hall et al. (2005), Bontempi and Mairesse (2008), O’Mahony and Vecchi (2009)). However, whereas the
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existence of a positive relationship between intangible assets and firm performance is now widely accepted (see,

e.g., Oliner et al. (2008)), empirical research on the channels through which the relationship takes place is rather

scant. Notwithstanding a few contributions showing that investments in intangible assets foster productivity

at the firm level (Bontempi and Mairesse, 2008; O’Mahony and Vecchi, 2009; Marrocu et al., 2012), it remains

unclear to what extent such productivity gains occur through total factor productivity (hereinafter tfp - intended,

in a strict sense, as the ability to exploit “traditional” inputs) and through a process of technology upgrading

that is induced by an increased ability to identify and adopt more productive technologies. In particular, extant

productivity analysis is silent on whether intangible assets affect the process of technology adoption because

standard productivity measures are only able to consider a notion of productivity that conflates technology and

tfp.1

In this paper, we examine the relationship between intangible assets and productivity in a large sample of

European manufacturing firms by adopting a tfp estimation strategy that enables us to distinguish between

technology effects and tfp effects. We do so against the background of a world in which different production

function coefficients identify different technologies. Several technologies are available in each sector-industry,

with a number of firms using each technology. To aid in the definition of terms, let us anticipate the formal

description and consider the following production function:

Yi,t = Ai,t

N∏
n=1

(Xn,i,t)
βn,m (1)

where Ai,t is firm i’s tfp (i.e., “Solow residual”) at time t, Xn,i,t denotes the amount of input n used by firm i at

time t, βn,m is the associated production coefficient, and Yi,t denotes produced output. Index m is introduced

to refer to a specific “technology”, with m = 1, . . . ,M and M denoting the number of available technologies.

According to Equation (1), the amount of output firm i is able to produce given the amount of inputs depends

on two factors: the first (Ai,t) is firm-specific, whereas the other (βn,m) is intrinsic to the adopted technology

and is common to all the firms that use the same technology. A group of firms sharing a given technology may

or may not share the same industry. Whereas firms’ choices concerning these two factors are usually referred to

as technological choices or productivity choices, we reserve the term “technology” to refer to βn,m and discuss

1To highlight this limitation, Bernard and Jones (1996) refer to such “mixed” measures of productivity as “total technology
productivity”.
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tfp with regard to Ai,t.

Our analysis aims to examine whether the stock of intangible assets plays a role in productivity by separating

out the effect that occurs through technology adoption (i.e., through βn,m) from the effect that occurs through

the tfp term Ai,t. We first employ mixture models to estimate the production function parameters in Equation

(1), allowing for the existence of two technologies within each sector; we then use a first-order stochastic

dominance criterion to identify the “high” and “low” technology. This method allows us to cluster our sample

firms over the two technology groups and compute the tfp component in Equation (1) for each firm as the

difference between the actual and predicted output, given the technology adoption. Finally, we estimate the

effect of intangible assets on the probability of belonging to the high technology group (technology adoption

effects) and on the ability to exploit the technology in use (tfp effects).

We find that intangible assets have positive and statistically significant effects on both technology adoption

and tfp. For the firms in the low-technology group, the estimated increase in the probability of choosing the

“high” technology associated with a 1% increase in the intangible-to-tangible assets ratio yields an expected

gain in value added ranging from 0.89 to 1.56 on average. For the same increase in intangible assets, the value

added for all firms is augmented by 1.17% due to the tfp effect.

The paper proceeds as follows. In Section 2, we briefly describe how our analysis contributes to the economic

literature. In Section 3, we apply mixture models to production function estimation and obtain firms’ technology

clusters and tfp values. In Section 4, we separately measure the impact of intangible assets on technology

adoption and tfp. Section 6 concludes. Appendix A describes the variables used in the analysis. Appendix B

discusses some issues in production function estimation.2

2 Related literature

Our empirical results may be of interest in various veins of the economic literature.

The effect of a firm’s innovation efforts on its productivity outcome is a central issue in the so-called “New

New Trade Theory” (henceforth, NNTT) pioneered by Melitz (2003) and Bernard et al. (2003) and further

developed by Bernard et al. (2007b), Melitz and Ottaviano (2008), and Chaney (2008).3 This strand of literature

2Supplementary material is presented in an online Appendix.
3Several surveys of this literature have been published. See, in particular, Bernard et al. (2007a) and Greenaway and Kneller

(2007).
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assigns a key role to firms’ productivity in the now well-documented (see, e.g., Wagner (2012) for a review of

the empirical studies) process of firm selection.4 However, whereas the original NNTT formulation features a

one-way causality nexus running from productivity to any status associated with costly operational activities

(e.g., exporting, foreign activities, innovation, R&D, etc.),5 recent studies highlight the presence of endogenous

innovation dynamics at the firm level (see Atkeson and Burstein (2010), Navas-Ruiz and Sala (2007), Costantini

and Melitz (2008), and Aw et al. (2008)), allowing causality between innovation and productivity to run both

ways. Through this perspective, our results are broadly consistent with the innovation dynamics of Klette

and Kortum (2004), Luttmer (2007), König et al. (2012), and in particular with the endogenous productivity

model of Doraszelski and Jaumandreu (2012), in which a firm’s tfp is stochastically affected by its investment

in knowledge.6

In contrast to other works in which intangible assets are considered an additional input in an otherwise

standard production function (Bontempi and Mairesse, 2008; Oliner et al., 2008; O’Mahony and Vecchi, 2009;

Marrocu et al., 2012), we focus on intangible assets’ effects “from outside the production function”. Together

with mixture analysis, this approach enables us to separate the effects of technology adoption from the tfp

effect. In this respect, our results and our methodology may contribute to a heterogeneous discussion related to

technology adoption and diffusion. Parente and Prescott (1994) stress that the investment a firm must make to

adopt a more advanced technology grows with the extent of the barriers to technology diffusion that are often

placed in the path of entrepreneurs. Differences in these barriers, which vary across countries and time, account

for the great disparities in income across countries. Since Parente and Prescott’s pioneering paper, a number

of other works have contributed to this debate. For instance, Barro and Sala-i Martin (1997) address the role

4In such a process, which is driven by a combination of import and export market competition, winners and losers emerge, with
more productive firms earning handsome profits, mediocre firms earning lower profits, and the worst soon vanishing because they
are unable to cover their production costs with revenues due to excessively low tfp.

5This circumstance is well documented by Bustos (2011), who relates Argentinean firms’ technology upgrades to a reduction in
Brazilian tariffs on entry to the export market.

6Whereas these studies use R&D expenditures as a measure of a firm’s innovation efforts, we are forced to focus on intangible
assets due to data availability constraints because the Amadeus database - which we use in this paper - does not provide sufficient
firm-level data on R&D. Using intangible assets has both advantages and disadvantages. One advantage is that the costs borne
to switch to superior technologies, while not included in R&D, should find a place in firms’ balance sheets under “intangible fixed
assets”. A second advantage is related to the fact that our productivity analysis is based on a revenue-based measure (i.e., prices
times sold quantities), similar to the vast majority of studies (notable exceptions are Foster et al. (2008) and Doraszelski and
Jaumandreu (2012)), due to data unavailability on physical output. By including other costs that are explicitly oriented toward
selling “larger quantities at higher prices” in addition to R&D, intangible assets are more consistent with this notion of productivity.
One drawback is that on the balance sheet, intangible assets are a very general item that likely misstates a firm’s true innovation
efforts. However, there are cases in which firms’ innovation efforts are not found in balance sheets at all, e.g., when innovation takes
the form of in-house R&D or when a firm simply imitates other firms’ techniques. In these cases, both intangible assets and R&D
expenditures provide underestimated measures of innovation efforts. Finally, it is also worth noting that we focus on the stock of
intangible assets and not on yearly investments in intangibles due to the limited time variability in our data. This choice finds
theoretical support in the notion of “knowledge capital” (Griliches, 1979).
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of imitation in technology diffusion, Howitt (2000) studies the role of R&D in the technology transfer between

innovators, and Desmet and Parente (2010) investigate the relationship between market size and technological

upgrading. Other studies (e.g., Acemoglu and Zilibotti (2001) and Desmet and Rossi-Hansberg (2013)) mainly

focus on the relationship between economic development and technology diffusion. In an NNTT framework

with heterogeneous firms, Bas (2012) models technology adoption as an investment in new and more advanced

skill-biased production technology. Another strand of literature studies the dynamic process of technology

adoption at the firm level, where competition between potential adopters is modeled in a framework of strategic

interaction with technology upgrading as a key variable in firms’ strategies (see, among others, Fudenberg and

Tirole (1985), Riordan (1992), and Cabral and Dezsö (2008)).

Other studies related to our paper are those that examine “absorptive capacity”, which refers to a firm’s

ability to identify, assimilate, and exploit knowledge for subsequent technological advancements (see, in partic-

ular, Cohen and Levinthal (1989)). Whereas this strand of the literature usually stresses the learning channel,

absorptive capacity also depends (see World Bank, 2008) on country-level characteristics - e.g., governance,

quality of regulation, legal environment, political and macroeconomic stability, and government actions that

help overcome market failures, such as R&D and building infrastructure - many of which we control for in our

analysis.

Incidentally, we contribute to the literature on theory of the firm and technological change. In particular,

our empirical findings on the link between a firm’s performance and being listed relate to the research of Ferreira

et al. (2012), while the estimated role of labor laws relates to Michie and Sheehan (2003) and Bassanini et al.

(2009). In addition, our result showing that larger firms are relatively more productive may be regarded as

additional evidence in favor of the Schumpeterian hypothesis (see, among many others, Pavitt et al. (1987) and

Cohen and Klepper (1996a, 1996b)).

Finally, it is worth noting that the first part of our analysis also adds to the theoretical literature on

production function estimation by suggesting an estimation strategy that, although we are unable to control

for important issues such as the simultaneity bias (cfr. Olley and Pakes (1996), Levinsohn and Petrin (2003),

Ackerberg et al. (2006), Wooldridge (2009), and Doraszelski and Jaumandreu (2012)), provides the opportunity

to estimate, even within the same sector, sets of technology-specific production function parameters without any

type of ex-ante assumption on the degree of technological sharing across firms, countries, or regions. Because
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the number of available technologies is endogenously determined by the mixture estimation algorithm, the

geographical distribution of technologies is in fact observed ex-post.

3 Production function(s) estimation

In studying the relationship between intangible assets and productivity, we wish to unbundle technology adoption

effects and tfp effects according to Equation (1). To do so, we should, in principle, estimate as many sets of

production function coefficients as the number of available technologies. In practice, however, this is not possible

because the number of technologies is unknown. Therefore, mixture models may be used (Mc Lachlan and Peel,

2000). In contrast to standard methodologies (see the surveys by Del Gatto et al. (2011) and Van Beveren

(2012)), mixture analysis allows us to control for the presence of within-sector technological differences. Sample

firms may be clustered across technologies and, consistent with Equation (1), group-specific input coefficients

may be estimated without any ex-ante assumption on the technology in use. The probability of belonging to a

given technology cluster is produced by the estimation algorithm. In Appendix B, we highlight the advantages

and drawbacks of this approach.

To describe the algorithm, let us start by writing the (implicit) probability distribution function of Equation

(1) as a weighted average of the M specific segment (i.e., technology) densities fm(Yi,t|µm, σm), each with proper

mean (µm) and variance (σ2
m):

f(Yi,t|µ, σ) =
M∑
m=1

ϕmfm(Yi,t|µm, σ2
m). (2)

Weights ϕm measure the ex-ante probability of belonging to group m.

Assuming a normal density for fm(Yi,t|µm, σ2
m),7 the production function coefficients can be obtained by

maximizing the following log-likelihood function:

lnL =
∑
i

∑
t=1,...T

ln
∑

m=1,...,M

ϕm(2πσ2
m)−

1
2 exp

{
− (Yi,t − (αm + βK,mKi,t + βL,mLi,t))2

2σ2
m

}
(3)

where the mean of fm has been replaced by a linear predictor - i.e., µm = αm + βK,mKi,t + βL,mLi,t - in which

the coefficients are found by the maximization process and the number of firms may vary across years because
7One may also assume another density belonging to the exponential family (see Wedel and De Sarbo, 1995).

6



the panel is unbalanced.

Since the ex-ante probabilities ϕm are unknown, a problem of missing data arises in the maximization of

Equation (3). The problem is solved through the EM (expectation-maximization) algorithm of Dempster et

al. (1977), which starts with random values of ϕm to compute the posterior probability that firm i belongs to

group m at time t:

pi,m,t ≡ pr(it ∈ m) =
ϕmfm(Yi,t|Ki,t, Li,t; σ̂2

m, β̂K,m, β̂L,m, α̂m)∑M
m=1 ϕmfm(Yi,t|Ki,t, Li,t; σ̂2

m, β̂K,m, β̂L,m, α̂m)
. (4)

This set of probabilities is then used to update the regression coefficients by changing the weights ϕm according

to

ϕm =
∑
i

∑
t pi,m,t∑

m

∑
i

∑
t pi,m,t

(5)

with the following constraints:

ϕm ≥ 0 ∀m = 1, . . .M and
M∑
m=1

ϕm = 1. (6)

Because De Sarbo and Cron (1988) show that maximizing Equation (3) is equivalent to performing a weighted

least squares (WLS) regression with weights provided by the segments’ probabilities, we iteratively alternate

the WLS production function estimation and the computation of probabilities until a log-likelihood convergence

criterion is reached. We repeat the process many times to avoid running into local optima.

In each sector, we assume that two technologies are available (i.e., M = 2). Without introducing a loss of

generality in terms of results, this approach greatly simplifies the exposition, making the identification of the

“high” technology through stochastic dominance analysis straightforward.8

The estimation takes advantage of detailed information on value added, tangible fixed assets, and the number

of employees, which is available in the Amadeus database provided by “Bureau van Dijk”. Descriptive statistics

are reported in Table 1.

insert Table 1 about here
8In Section B of the online Appendix, we show that a model selection analysis performed under alternative values of M always

rejects the case of M = 1. The suggested number of within-sector technologies ranges from 2 to 4. Moreover, when the tfp effects
are re-estimated with those technology groups, the role of intangible assets is only slightly affected.
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Estimated values of βK,m and βL,m obtained for the two technologies m = 1 and m = 2 are reported in Table

2. The coefficients, as well as the unreported constant, are highly significant in all sectors for both clusters.

insert Table 2 about here

For each firm i in period t (i.e., each observation), the procedure provides us with the probability of belonging

to Cluster 1 (pi,1,t) and the probability of belonging to Cluster 2 (pi,2,t). Because these probabilities add up to

one, we are able to assign firms to Technology Group 1 in year t if pi,1,t > pi,2,t, and vice versa for Technology

Group 2. It is worth noting that 6.09% of our sample firms do not remain assigned to the same group in all of

the years under consideration but change groups across years.9 None of these firms changes groups more than

once.10

4 Modeling technology adoption and tfp effects

Having assigned each firm to a technology cluster, we model the effects that intangible fixed assets exert on

the following: i) firms’ technology adoption, by improving the firm’s ability to identify and adopt the more

productive technology; and ii) tfp, by allowing for a more efficient exploitation of a given technology.

Modeling technology adoption. To analyze the role of intangible assets in the process of technology adop-

tion, we must first know which of the two identified clusters uses the more productive technology. To this end,

we use the estimated production function coefficients together with the actual values of capital and labor to

compute each firm’s predicted output as lnŶi,m,t = αm + β̂K,mlnKi,t + β̂L,mlnLi,t. We then apply a first-order

stochastic dominance criterion to compare the cumulative distribution function of the predicted output within

the two technology groups. Distributions by group and sector are reported in Figure 1. The figure makes clear

that Technology Group 2 first-order stochastically dominates Group 1 in all sectors. We thus do not need more

sophisticated tests to begin referring to the technology used by Cluster 2 as the high technology (hereinafter,
9Specifically, the percentage of firms switching from Cluster 1 (2) to 2 (1) in each year is 4.20 (2.28) in 2004, 3.12 (2.18) in 2005,

2.88 (2.06) in 2006, 3.05 (2.09) in 2007, 3.02 (3.83) in 2008, and 3.08 (10.33) in 2009.
10As an alternative to our approach, a Cobb-Douglas production function with three production factors - labor, physical capital

and intangible assets - might be estimated (see Marrocu et al. (2012) for an empirical study based on this “three-input approach”).
In addition to producing a substantially similar clustering to ours (as we have verified in an unreported estimation), such an
approach addresses the productivity effects of intangible assets from a very different perspective. With intangible assets entering
the production function directly, it is impossible to analyze whether they have an impact on the technology used by the firm, which
is our main purpose.
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Technology H) and to the other technology as the low technology (hereinafter, Technology L).11

insert Figure 1 about here

We thus define the following two sets of firms:

ΘH ≡ {it : pi,2,t > pi,1,t} and ΘL ≡ {it : pi,1,t > pi,2,t} (7)

The regional distribution of the ratio ΘH/ΘL (i.e., the ratio of the number of observations in the two

technology groups) is reported in Figure 2.

insert Figure 2 about here

We then model the relationship between intangible assets and technology adoption through the following

regression equation:

Group Hi,t = δ0 + δ1Firm Intangiblesi,t + δFF i,t + δRRr,t + δDCc,t+

+ δSSectors + δCCountryc + δY Y eart + ui + εi,t (8)

where Group Hi,t indicates whether firm i at time t belongs to the high-technology group, i.e.,

Group Hi,t =


1 if it ∈ ΘH

0 if it ∈ ΘL

; (9)

Firm Intangibles measures the stock of a firm’s intangible assets as the intangible-to-tangible assets ratio; F i,t,

Rr,t and Cc,t indicate the firm-, region-, and country-level control variables described below, respectively; ui

are unobservable firm-specific effects; εi,t is the residual. Subscript i refers to firms, r to regions, s to sectors

11This approach makes the advantage of assuming M = 2 to be evident. It is also worth noting that in two out of nine
sectors, Technology L displays higher estimated returns to scale (βK + βL), compared with Technology H (see Table 2). As a
consequence, basing the identification of the superior technology on returns to scale would yield inconsistent results. Moreover,
the high-technology group is larger, as the overall productivity distribution is right-tailed, and it displays higher labor coefficients
(consistent with cross-country evidence reported by Caselli and Coleman (2006), among others), likely due to a skill bias in the
estimates.
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(with Sectors denoting sectoral dummies), c to countries (with Countryc denoting country dummies), and t to

time (with Y eart denoting year dummies). δ1 is the parameter of interest. Firm Intangibles is expressed in

logarithmic terms to appropriately model possible non-linearities (see Appendix A for a detailed description of

this variable).

Modeling tfp. Having computed each firm’s predicted output on the basis of the estimated group-specific

production function coefficients, we are able to calculate the tfp of each firm at time t as lnAi,t = lnYi,t −

lnŶi,m,t = lnYi,t − αm − β̂K,mlnKi,t − β̂L,mlnLi,t. The regional tfp distribution is reported in Figure 3.

insert Figure 3 about here

The relationship between intangible assets and tfp is thus modeled as follows:

tfpi,t = γ0 + γ1Firm Intangiblesi,t + γFF i,t + γRRr,t + γDCc,t+

+ γSSectors + γCCountryc + γY Y eart + ui + ηi,t (10)

where the right hand side is specified exactly as in the technology adoption regression (Equation (8)) and γ1 is

the parameter of interest.

It is worth noting that the empirical equivalent of the (firm-specific) tfp term Ai,t in Equation (1) is de facto

influenced by firm i’s belonging to a specific technology group. The tfp of all of the firms in a given group is

in fact expressed with respect to the average firm (i.e., the firm whose observed output exactly matches the

output predicted on the basis of its group-specific input coefficients βn,m) in the group. By definition, the tfp of

this firm amounts to zero. Therefore, the estimated coefficients in Equation (10) provide information on firms’

move in the (sector- and technology-specific) tfp distribution.

Control variables. Vector F i,t includes the following set of firm-level variables: firms’ age (Firm Age), firms’

dimension, proxied by the level of sales (Sales), and a dummy variable indicating whether a firm is listed on a

stock market (Listed F irm). Age and size should both have a positive influence on high technology adoption

and tfp. On the one hand, higher firm age should imply a greater cumulative knowledge of the technological
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alternatives available in the industry; on the other hand, a larger size should increase a company’s capability

to exploit sizeable developmental laboratories and equipment (Pavitt et al., 1987; Cohen and Klepper, 1996a,

1996b). Moreover, if firm size is positively related to market power, a firm’s incentives may be increased to

employ more productive technologies because of preemption motives (Gilbert and Newbery, 1982). In contrast,

the effect of being listed is expected to be negative. Under private ownership (i.e., the firm is not listed),

insider shareholders, such as a manager-entrepreneur, may time the market by choosing an early exit after

receiving bad signals about production; therefore, managers are more tolerant of early failures and are more

inclined to invest in new and more profitable - even if riskier - projects (Ferreira et al., 2012). In addition,

listed companies are relatively more vulnerable to the adoption of sub-optimal business strategies by activist

short-termist shareholders (Kochnar and David, 1996; Sherman et al., 1998; Hoskisson et al., 2002).

At the regional level, vector Rr,t includes the R&D levels of the region (Regional R&D) and the neighboring

regions (Neighbouring Regions R&D). With these variables, we aim to measure R&D spillovers within and

between regions. An abundance of studies on this issue suggest a positive relationship between R&D spillovers

and both technology dynamics and firms’ tfp (e.g., Cohen and Levinthal (1989), Griliches (1992), Ciccone

(2002), and Autant-Bernard and Mairesse (2007)). Rr,t also includes a control for a region’s accessibility

(Region Accessibility). This variable measures the total population reachable from the region, weighted by

the ease of access to the other regions. The rationale for its inclusion is that accessibility might be regarded

as a measure of market potential. On the one hand, greater market potential may stimulate more efficient

firms by providing them with an opportunity for larger gains from successful productions; on the other hand,

greater accessibility may also entail more space for less productive firms. The expected sign of this variable thus

depends on which dimension takes over.

At a country level, vector Cc,t includes a measure of the labor costs (Labour Cost) and a set of three

institutional variables. The rationale for including labor costs lies in the expected greater intensity of selection

effects, associated with higher production costs. By cutting firms’ profits, higher labor costs should be associated

with stronger firm selection and a higher probability of a larger share of firms in the H Technology Group

and/or in the right tail of the tfp distribution. This result would suggest a positive sign in the regressions. For

institutional variables, we consider a measure of employment protection (Country EPL), an index of minority

shareholder rights (Shareholder Rights) and the minimum percentage of independent board directors required
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by law (Independent Directors). The effect of employment protection legislation is difficult to predict ex-ante.

Stringent labor laws may stimulate the adoption of more efficient knowledge-intensive production methods

because such laws protect employees from contract renegotiation by employers and therefore create incentives

for workers to apply their efforts to learning processes (Michie and Sheehan, 2003; Acharya et al., 2010).

However, strong employment protection may favor employees’ resistance to the use of innovative technologies

if such new production technologies imply job losses or increase the labor burden (Zwick, 2002). Stronger

minority shareholder rights should have a negative effect on our dependent variables to the extent that minority

shareholders use increased voice opportunities for private gain-seeking, causing sub-optimal business strategies

(Belloc, 2013). Finally, the presence of independent directors is expected to exert a positive influence on both

Technology H adoption and tfp. The involvement of outside directors on a board should reduce agency costs

and consequently improve strategic business decisions (Kaplan and Minton, 1994).

A detailed description of the variables is reported in Appendix A, while descriptive statistics are presented

in Table 3.

insert Table 3 about here

5 Results

Equations (8) and (10) are estimated through a panel fixed-effect logit regression and a standard Generalized

Least Square (GLS) panel regression, respectively. The results of the two estimations are reported in Table 4.

insert Table 4 about here

The regression coefficients for Firm Intangibles are positive and strongly significant in both equations,

suggesting that a higher stock of intangible assets both pushes firms toward better technologies and allows for

more efficient exploitation of a given technology. Therefore, intangible assets not only increase a firm’s ability

to exploit the technology in use (consistent with the findings of Bontempi and Mairesse (2008), O’Mahony

and Vecchi (2009) and Marrocu et al. (2012)), i.e., the tfp effect, intangible assets are also relevant to firms’

technological choices. In particular, the estimation of Equation (8) shows that a 1% increase in the intangible-

to-tangible assets ratio of low-technology firms determines an increase in the probability of belonging to the
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high-technology group that translates into an average 1.56% expected gain in value added. Moreover, for the

same increase in the Firm Intangibles variable, the value added of all firms is increased by 1.17% due to

the effect estimated in the tfp regression.12 Note that the technology adoption effect takes the form of an

increased probability of adopting a more productive technology; therefore, in a world of two technologies (as

in our framework), only low-technology firms may take advantage of technology adoption effects, whereas both

types of firms benefit from the tfp effect.

Other results emerge from the control variables’ estimated coefficients.

At the firm level, we observe that Firm Age has a positive effect on technology adoption and an insignificant

effect on tfp, whereas Sales has a positive and Listed F irm has a negative effect on both technology adoption and

tfp. The two latter results are consistent with the Schumpeterian argument that larger firms are more productive

and Ferreira et al.’s (2012) theory that public ownership increases the incentives to choose conventional projects,

respectively.

At the regional level, we find that Regional R&D has a positive and statistically significant effect (at the 1%

level) in both regressions, while Neighbouring Regions R&D does not exert a statistically significant influence.

Region Accessibility shows only a negligible impact on tfp and an insignificant effect on technology adoption.

At the country level, tfp and the probability of adopting TechnologyH are positively affected by Labour Cost.

This result may suggest the presence of a self-selection process in which less productive firms withdraw from the

market due to insufficient revenue when labor costs are higher, all else being equal. Technology adoption and

tfp are also positively influenced by Independent Directors (consistent with the results of Kaplan and Minton

(1994)) and negatively affected by Shareholder Rights (this result is consistent with the argument that stronger

minority shareholder intervention power in general meetings causes coordination failures in strategic business

decisions, consequently reducing firms’ ability to develop innovative products). Finally, stronger employment

protection laws do not influence technology adoption but do exert a positive effect on tfp. The latter result

corroborates previous findings by Acharya et al. (2010), who present cross-country evidence showing that

12Marginal effects on value added are calculated as follows. For the tfp effects, we can apply the estimated Firm Intangibles
coefficient as such, given the production function defined in Equation (1). For the technology adoption effects, we obtain the
marginal effect for a 1% increase in Firm Intangibles on the probability of adopting Technology H. Therefore, for this increased
probability, we calculate the expected gain in value added as the difference between the value added that low-technology firms
would show with high-technology capital and labor coefficients and their actual value added, keeping all else equal. Admittedly,
this quantification holds true only under the hypothesis that technological progress is not “localized”, as advocated by Atkinson
and Stiglitz (1969) and echoed by Basu and Weil (1998), Jones (2005), Acemoglu and Zilibotti (2001), and Caselli and Coleman
(2006), among others.
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stringent dismissal laws provide firms a commitment device to not punish short-run failures and thereby spur

employees’ efforts to pursue value-enhancing practices in the production process. However, we are aware that

the detected positive correlation between employment protection and tfp contrasts with some recent studies (see

Bassanini et al. (2009) and Cingano et al. (2010)), suggesting the need for further research on this issue.13

We assess the robustness of our technology adoption and tfp analysis through a set of modified versions

of the baseline regressions. The results are shown in Table 5 (technology adoption analysis) and Table 6 (tfp

analysis). In both tables, Model 1 includes only firm-level variables, while firm-level and regional variables are

included in Model 2. Model 3 is specified as in the benchmark analysis, but it is estimated by excluding firms

that have a foreign parent (or controlling shareholder) or foreign subsidiaries to purge the estimates of potential

benefits from the innovation efforts exerted by international subsidiaries or parent companies.14 In Model 4 and

Model 5, we address the possible reverse causality between intangible assets and contemporaneous values of the

dependent variable: in Model 4, the full set of controls is included, and Firm Intangibles is one-year lagged;

in Model 5, the full set of controls is included, and Firm Intangibles is instrumented by its one-year lagged

values (a two-stage instrumental variable procedure is used). In Model 6, the full set of controls is employed,

and Firm Intangibles is expressed in absolute levels (i.e., not in log) and included in a polynomial form of

order 2 to check for the presence of non-linearities. Finally, Model 7 is specified as the benchmark model, but

the technology adoption equation and the tfp equation (presented in the last columns of Table 5 and Table

6, respectively) are estimated simultaneously; in this case, the dependent variable of the technology adoption

equation is the probability pi,2,t of belonging to ΘH.15

insert Table 5 about here

insert Table 6 about here

The estimates are stable across different model specifications. In particular, the level of a firm’s intangible
13In unreported estimations, we verify that our main findings also remain statistically significant in sector-specific regressions.

From this result, we can conclude that sector-size effects, if present, do not drive our results.
14Following the Amadeus database definitions, we identify a foreign parent as a company that is at least 51% controlled by a

firm located in another country, and we identify a foreign subsidiary as a company that is at least 51% owned by a firm located in
another country.

15We observe a loss in the number of observations from specifications 1 to 7 in both the technology adoption and tfp effects
regression analyses. This result does not indicate country-specific selection in the data but rather is due to the fact that data for
some of the country-level variables are not available for the entire period from 2003 to 2009.
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assets is shown to have a positive and statistically significant effect on bothGroupH and tfp in all the robustness-

check regressions. Moreover, we observe that the square of Firm Intangibles has a small, negative, and

statistically significant parameter in Model 6; this result indicates that the magnitude of the intangible assets’

(positive) effect decreases as the intangible-to-tangible assets ratio increases. The estimated parameters of the

control variables also remain virtually unchanged.

We use Model 7, which includes the same set of control variables as our benchmark model and is run on the

same set of observations, to re-obtain the expected gains in value added associated with a 1% increase in Firm

Intangibles. The expected gain occurring through technology adoption amounts to 0.89%, on average, for the

subset of firms whose probability pi,2,t rises above 0.5. This result complements the baseline 1.56% expected

gain obtained from the benchmark analysis. Interestingly, the increase in value added associated with the tfp

effect is unchanged.

6 Conclusions

Intangible assets play an important role in modern, knowledge-intensive production (Bontempi and Mairesse,

2008; Corrado et al., 2008; Oliner et al., 2008; O’Mahony and Vecchi, 2009; Marrocu et al., 2012). However,

despite growing interest among economists, it has so far been unclear whether intangible assets may allow for a

more efficient exploitation of a firm’s “traditional” inputs (i.e., tangible fixed capital and labor), whether they

help a firm identify and adopt more productive technologies, or both. This gap in the previous studies stems

from the fact that standard estimates of tfp are obtained under the assumption that firms use a single given

technology, thereby precluding the possibility of analyzing firms’ technological choices.

In this paper, we propose an empirical strategy that allows for multiple technologies within the same sector

and enables us to separate the technology adoption effects from the tfp effects. We find that intangible assets have

a positive and statistically significant effect on both a firm’s probability of choosing relatively more productive

technologies and tfp. In particular, a 1% increase in the intangible-to-tangible assets ratio leads to an expected

gain in value added ranging from 0.89 to 1.56 for low technology firms due to the technology effect and an

expected gain of 1.17% for all firms due to tfp.

We use a production functions estimation strategy based on mixture models. Although this approach neglects
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some recently highlighted issues in the literature on productivity estimation, such as the “simultaneity bias”,

it may represent a useful tool when technological heterogeneity across firms or countries is at the core of the

analysis.
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A Variables description

Added Value. Log of added value. Added value is defined as profit for the period + depreciation + taxation +

interest paid + cost of employees. It is a firm-level variable covering the period from 2003 to 2009, which we

deflated using the OECD-Stan sector-country-specific deflators (source: Amadeus - 2012).

Labour Input. Log of total number of employees included in the companys payroll. It is a firm-level variable

covering the period from 2003 to 2009 (source: Amadeus - 2012).

Capital Input. Log of tangible assets. Tangible assets include buildings, machinery and all other tangible

assets. It is a firm-level variable covering the period from 2003 to 2009, which we deflated using the OECD-Stan

sector-country-specific deflators (source: Amadeus - 2012).

Firm Intangibles. Log of intangible-to-tangible assets ratio. Intangible assets include formation expenses,

research expenses, goodwill, and development expenses. Tangible assets include buildings, machinery and all

tangible assets. It is a firm-level variable covering the period from 2003 to 2009 (source: Amadeus - 2012).

Firm Age. Age of the firm (years). It is a firm-level variable covering the period from 2003 to 2009 (source:

Amadeus - 2012).

Listed Firm. Dummy variable (1 = the firm is listed on the stock market, 0 = otherwise). It is a firm-level

variable covering the period from 2003 to 2009 (source: Amadeus - 2012).

Sales. Log of net sales. It is a firm-level variable covering the period from 2003 to 2009, which we deflated

using the OECD-Stan sector-country-specific deflators (source: Amadeus - 2012).

Regional R&D. Total intramural R&D expenditures. It is a region-level variable covering the period from

2003 to 2009 and is expressed by the Purchasing Power Standard per inhabitant at constant 2000 prices. “Total”

refers to the fact that the variable covers the following: i) the business enterprise sector, ii) the government

sector, iii) the higher education sector, and iv) the private non-profit sector (source: Eurostat).

Region Accessibility. Multi-modal potential accessibility, std. It is a region-level variable covering 2001

and 2006 (source: Espon database). The accessibility of region j is defined as Accj =
∑
r Poprexp(−βc̄jr),

where c̄jr refers to the aggregation over transport modes (i.e., air, rail, road) of the cost (cjrm) of reaching
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region r from region j using transportation mode m - i.e., c̄jr = −(1/λ)ln
∑
m exp(−λcjrm), where Popr is

population in region r and λ is a parameter indicating the sensitivity to travel cost. The interpretation is that

the accessibility of region j increases with the number of “accessible” regions and with their size (expressed in

terms of population).

Neighbouring Regions R&D. This is a region-level variable covering the period from 2003 to 2009. It is

derived as a local clusters indicator of the class known as “Gi* statistics” (Anselin, 1995). These statistics are

the ratio of the sum of a variable over the neighbors to the total sum of the variable within the sample. The

variable we use is R&D expenses, and the spatial framework is the EU27 region plus Norway and Switzerland, at

the NUTS 2 level. The numerator is computed over a defined neighborhood that depends on the weight-distance

matrix. In our case, the number of allowed neighbors is set at k = 4 (we obtain similar results with k=3,5,...,10)

(source: authors’ own calculation on Eurostat data).

Labour Cost. Hourly labor costs, manufacturing. It is a country-level variable covering the period from 2003

to 2008 (source: Eurostat).

Country EPL. Unweighted average of sub-indicators for regular contracts (EPR) and temporary contracts

(EPT). EPR covers notification procedures and delays involved before notice can start. It sets the length of

the notice period at 9 months / 4 years / 20 years of tenure and the period for severance pay at 9 months /

4 years / 20 years of tenure. EPR also defines a justified or unfair dismissal, the length of the trial period,

the compensation allowed following an unfair dismissal, and the possibility of reinstatement following an unfair

dismissal. EPT covers valid cases for the use of fixed-term contracts, the maximum number of successive fixed-

term contracts, the maximum cumulative duration of successive fixed-term contracts, the types of work for

which temporary work agency employment is allowed, restrictions on the number of renewals of temporary work

agency contracts, and the maximum cumulative duration of successive temporary work agency contracts. The

summary indicator is based on a scale from 0 (least restrictions) to 6 (most restrictions). It is a country-level

variable covering the period from 2003 to 2008 (source: OECD Indicators of Employment Protection).

Shareholder Rights. Unweighted sum of 3 sub-indicators. Sub-indicator 1 equals 1 if the sale of more than

50% of the companys assets requires the approval of the general meeting, it equals 0.5 if the sale of more than

80% of the assets requires approval, and it equals 0 otherwise. Sub-indicator 2 equals 1 if the shareholders who
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hold 1% or less of the capital may put an item on the agenda, it equals 0.75 if there is a hurdle of more than

1% but not more than 3%, it equals 0.5 if there is a hurdle of more than 3% but not more than 5%, it equals

0.25 if there is a hurdle of more than 5% but not more than 10%, and it equals 0 otherwise. Sub-indicator 3

equals 1 if every shareholder may file a claim against a resolution by the general meeting, it equals 0.5 if there

is a threshold of 10% voting rights, and it equals 0 if this type of shareholder action does not exist. It is a

country-level variable covering the period from 2003 to 2005 (source: Siems et al. (2009)).

Independent Directors. Equals the minimum percentage of independent members on the board of directors

as required by law. It is a country-level variable covering the period from 2003 to 2005 (source: Siems et al.

(2009)).

Table 7 provides a synthetic description of the variables used in the analysis.

insert Table 7 about here

B Issues in production function estimation

Production function estimation at the firm level raises a number of issues. There is a large body of literature in

this field, and several methods have been proposed, with the choice depending on the economic focus (see, e.g.,

Del Gatto et al. (2011) and Van Beveren (2012) for overviews of the available methodologies) of the analysis.

As discussed in Section 3, to estimate a specific production function for each available technology is not

possible because the number of available technologies is unknown. We tackle the issue by resorting to mixture

models (Mc Lachlan and Peel, 2000). This choice has pros and cons.

B.1 Technology bias

The main advantage is that our mixture analysis may help us identify clusters of firms that are characterized

by similar production function parameters without any ex-ante assumptions regarding the technology used by

each firm.16 The probability of belonging to a given cluster is produced by the estimation, which enables us to

estimate group-specific sets of input coefficients that are fully consistent with the idea of technology expressed
16The only assumption is that the production function is always of the Cobb-Douglas form.
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by Equation (1).17 This approach represents an important departure from standard tfp measures, which may

reveal incomplete information when the focus of the analysis is technology rather than productivity in general.

Standard estimates may only refer to a sectoral (rather than a technology-specific) benchmark to express the

tfp of each firm. In this case, cross-firm technological differences flow entirely into the residual tfp term.18

To better describe how our approach differs from standard tfp estimates, let us assume a one-input production

function. It is common practice in productivity analysis to estimate the production function in logarithms and

retrieve the term Ai,t (i.e. Solow residual) as follows:

lnYi,t − β̂lnXi,t = lnÂi,t (11)

where the input coefficient (β) is estimated without allowing for the presence of different technologies within

the same sector. In this case, the tfp term includes a bias that may be easily identified using Equation (1) to

substitute for the output in Equation (11) and by adopting an asterisk to refer to the “true” values of Ai,t and

βm:

lnA∗i,t + (β∗m − β̂)lnXi,t = lnÂi,t. (12)

As a result, tfp estimates obtained without controlling for (within-sector) technological differences conflate

technology and “pure” tfp effects. The tfp of firms that use relatively more productive technologies is overstated

(due to underestimation of their input coefficient - i.e., β∗m > β̂), and the tfp of firms that adopt relatively less

productive technologies is understated (due to overestimation of their input coefficient - i.e., β̂ > β∗m).19

Our mixture-analysis approach produces firm-level tfp estimates (i.e., β̂m) that, because they are expressed

in relative terms with respect to the average firm in the same technology group, are virtually purged of the

“technology bias” (provided that the “true” value of M is correctly identified - i.e., β∗m = β̂m).

Whereas we limit our benchmark analysis to the case M = 2 for the reasons explained above, estimates
17This process entails using a tfp distribution in which each firm’s tfp is expressed in relative terms with respect to the average

firm in the technology group. The tfp of the average firm (i.e., the firm whose observed output exactly matches the output predicted
on the basis of its group-specific coefficients βn,m) amounts to one (i.e., the exponential of zero), and the tfp of all of the other
firms in the same technology group is expressed with respect to this benchmark.

18In general, tfp is a relative notion that only makes sense if it is expressed with respect to a benchmark. Whereas the frontier
approach (i.e., “efficiency analysis”) relies on the identification of a “best practice” firm, non-frontier methods (e.g., Olley and
Pakes, 1996) express each firm’s productivity in relative terms with respect to the “average” firm. In both cases, because the
benchmark is identified on a sectoral basis, the resulting tfp term is a “composition of” technology and tfp (in a strict sense).

19With Equation (1) in mind, the input coefficient in Equation (12) can be seen as a weighted average of the M technology-specific
betas, with weights given by the ratio of the number of firms in the m-technology group to the total number of firms in the sector:
β̂n =

∑M
m=1 β̂n,m

Θm∑M
m=1 Θm

.
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obtained under alternative values of M are reported in Section B of the online Appendix, where we employ

model selection criteria to identify the number of technologies in each sector.

B.2 Simultaneity bias

The opportunity to obtain technology-specific input coefficients and tfp estimates comes at the price of not being

able to consider other important issues highlighted by the literature on production function estimation. Among

these issues, recent works have focused on the “simultaneity bias”. The source of the simultaneity bias is the

fact that information on actual productivity, although unknown to the econometrician, is to some extent known

to the firm when the decision concerning the amount of inputs is made. Therefore, our estimated production

function parameters obtained through WLS are biased by the potential correlation between the regressors and

the error term associated with the presence of simultaneity.

Olley and Pakes (1996) suggest a proxy-variable strategy to control for simultaneity. Key studies examining

this approach, which is commonly referred to as “semi-parametric”, also include those of Levinsohn and Petrin

(2003), Ackerberg et al. (2006), and Wooldridge (2009). The basic idea consists of identifying a (proxy) variable

that reacts to the changes in the tfp observed by a firm and is thus a function of these changes. Insofar as

this function is invertible, its inverse may be calculated and plugged into the production function estimating

equation. Olley and Pakes (1996) suggest resorting to investment as a proxy, whereas Levinsohn and Petrin

(2003) use intermediates. In a recent paper, Doraszelski and Jaumandreu (2012) develop an extension of Olley

and Pakes (1996) in which a firm’s tfp is stochastically affected by its investment in knowledge (considered

in terms of R&D) because firms’ productivity is assumed to evolve according to a Markov process, which is

“shifted” (either positively or negatively) by R&D expenditures. The R&D choice gives rise to an additional

policy function (besides the policy function for investment in physical capital) that, under the crucial assumption

that the error in t is uncorrelated with the innovation choice in t−1, may be exploited in the production function

estimation to purge the estimates from the part of the error correlated with the input choice. Loosely speaking,

this approach allows for the estimation of firms’ tfp while controlling for simultaneity and the effect of innovation

choices at the same time. The two controls are somewhat separable, but it is their combination that might matter

for our purposes because the combination would provide us with the opportunity to collapse the production

function estimation and the analysis of intangible assets into a single step. However, because the innovation
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choice endogenous, the only way to study its impact on productivity in the Doraszelski-Jaumandreu framework

consists of contrasting the estimated tfp obtained when controlling for R&D with one obtained without such

control. Moreover, because the method is not designed to consider the presence of within-sector technological

differences, it cannot fit within our main objective.

The implementation of a simultaneity-free mixture regression (based on the GMM approach of Doraszelski

and Jaumandreu (2012) and Wooldridge (2009)) raises a number of identification and computational problems

that are beyond the scope of the present paper. For instance, the endogenous relationship of innovation with

technology and tfp should be specified separately because firms’ input choices may be correlated with both

technology parameters and tfp.

In the online Appendix, we speculate on the effect of not controlling for the simultaneity bias on our estimated

coefficients and tfp.
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Table 4: Baseline regression results.

Technology adoption tfp
effects effects
(Eq. 8) (Eq. 10)

Dependent variable: Group H tfp

Firm Intangibles (log) 0.120*** 0.012***
(0.031) (0.001)

Firm Age 0.022*** 0.000
(0.004) (0.000)

Listed Firm -1.520** -0.114***
(0.624) (0.025)

Sales (log) 0.762*** 0.077***
(0.070) (0.002)

Regional R&D 0.001*** 0.000***
(0.000) (0.000)

Region Accessibility 0.000 0.000**
(0.000) (0.000)

Neighbouring Regions R&D 17.032 0.242
(43.342) (1.686)

Labour Cost 0.941*** 0.041***
(0.325) (0.010)

Country EPL -1.275 0.422***
(1.419) (0.055)

Shareholder Rights -4.295*** -0.367***
(1.356) (0.038)

Independent Directors 0.080*** 0.011***
(0.029) (0.001)

Constant -17.015* -2.124***
(8.893) (0.271)

Firm effects yes yes
Country effects yes yes
Sector effects yes yes
Year effects yes yes

n. obs. 16190 16190
n. firms 8974 8974
n. firms changing technology group 907 907

Estimation method FE panel logit FE panel GLS

***,**,* significant values at 99, 95, 90%; Standard errors in parenthesis.
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Table 5: Technology adoption effects. Robustness checks.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Firm Intangibles (log) 0.074*** 0.090*** 0.116** - - - 0.006***
(0.015) (0.018) (0.045) (0.001)

Firm Intangibles t−1 (log) - - - 0.141*** - - -
(0.036)

Firm Intangibles (log, instr.) - - - - 0.139*** - -
(0.036)

Firm Intangibles (levels) - - - - - 0.130** -
(0.064)

Firm Intangibles (sqrd levels) - - - - - -0.003** -
(0.001)

Firm Age 0.015*** 0.012*** 0.018*** 0.020*** 0.020*** 0.018*** 0.001***
(0.002) (0.003) (0.006) (0.005) (0.005) (0.004) (0.000)

Listed Firm -1.798*** -1.843*** -1.043 -1.466** -1.466** -1.405** -0.055**
(0.306) (0.400) (-0.853) (0.741) (0.741) (0.610) (0.027)

Sales (log) 1.063*** 1.144*** 0.899*** 0.803*** 0.803*** 0.760*** 0.035***
(0.042) (0.049) (0.104) (0.078) (0.078) (0.065) (0.002)

Regional R&D - 0.001*** 0.001** 0.002*** 0.002*** 0.001*** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Region Accessibility - 0.000* 0.000 0.000* 0.000** 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Neighbouring Regions R&D - -20.437 29.278 -18.637 -18.637 17.498 3.937***
(29.484) (65.865) (48.901) (48.901) (39.525) (1.499)

Labour Cost - 0.896* 0.978*** 0.978*** 1.184*** 0.028***
(0.460) (0.323) (0.323) (0.225) (0.000)

Country EPL - - -1.468 -0.962 -0.962 -1.348 0.087***
(1.874) (1.448) (1.448) (1.317) (0.009)

Shareholder Rights - - -4.900** -4.408*** -4.408*** -4.131*** -0.223***
(2.293) (1.414) (1.414) (1.068) (0.009)

Independent Directors - - 0.136** 0.105*** 0.105*** 0.085*** 0.004***
(0.059) (0.030) (0.030) (0.028) (0.000)

Constant -13.701*** -14.784*** -17.474 -18.665** -18.669** -23.505*** -
(0.581) (0.685) -12.741 (9.059) (9.059) (6.861)

First-stage R2 0.967
Wald χ2 987382.39
[Prob> χ2] [0.000]

Firm effects yes yes yes yes yes yes yes
Country effects yes yes yes yes yes yes not
Sector effects yes yes yes yes yes yes yes
Year effects yes yes yes yes yes yes not

Number of obs. 59727 38656 6865 (a) 15137 15137 18168 16190

Dependent variable: Group Hi,t (Model 1 - Model 6); pi,2,t (Model 7)
Estimation method: FE panel logit (1 to 6); SUR panel (7).
(a) Sub-sample excluding firms having a foreign parent (or controlling shareholder) or foreign subsidiaries.

***,**,* significant values at 99, 95, 90%; Standard errors in parenthesis.
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Table 6: tfp effects. Robustness checks.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Firm Intangibles (log) 0.011*** 0.013*** 0.011*** - - - 0.012***
(0.001) (0.001) (0.002) (0.001)

Firm Intangibles t−1 (log) - - - 0.013*** - - -
(0.001)

Firm Intangibles (log, instr.) - - - - 0.015*** - -
(0.006)

Firm Intangibles (levels) - - - - - 0.016*** -
(0.002)

Firm Intangibles (sqrd levels) - - - - - -0.000*** -
(0.000)

Firm Age 0.000 0.000 0.000 0.000 -0.028*** 0.000 0.000**
(0.000) (0.000) (0.000) (0.000) (0.008) (0.000) (0.000)

Listed Firm -0.126*** -0.124*** -0.140*** -0.121*** -0.178 -0.105*** -0.088***
(0.016) (0.020) (0.032) (0.026) (0.171) (0.025) (0.018)

Sales (log) 0.103*** 0.099*** 0.076*** 0.079*** 0.266*** 0.077*** 0.070***
(0.002) (0.002) (0.004) (0.003) (0.010) (0.002) (0.002)

Regional R&D - 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Region Accessibility - 0.000*** 0.000 0.000** 0.000 0.000*** 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (1.10e-11)

Neighbouring Regions R&D - 1.209 -1.430 -0.310 -33.264 -0.029 4.345***
(1.342) (2.823) (1.770) (139.941) (1.608) (0.995)

Labour Cost - 0.040*** 0.045*** 0.039*** 0.069*** 0.010***
(0.015) (0.009) (0.010) (0.007) (0.001)

Country EPL - - 0.444*** 0.457*** 0.286*** 0.416*** 0.024***
(0.075) (0.055) (0.059) (0.052) (0.006)

Shareholder Rights - - -0.316*** -0.376*** -0.381*** -0.375*** -0.013**
(0.070) (0.038) (0.040) (0.034) (0.006)

Independent Directors - - 0.009*** 0.011*** 0.011*** 0.011*** 0.005***
(0.002) (0.001) (0.001) (0.001) (0.000)

Constant -1.310*** -1.263*** -2.234*** -2.296*** -2.255*** -2.867*** -
(0.029) (0.032) (0.412) (0.274) (0.277) (0.223)

First-stage R2 0.966
F-stat 2.1e+05
[Prob>F] [0.000]
H0 of weak IV (Cragg-Donald) rejected

Firm effects yes yes yes yes yes yes yes
Country effects yes yes yes yes yes yes not
Sector effects yes yes yes yes yes yes yes
Year effects yes yes yes yes yes yes not

Number of obs. 59727 38656 6865 (a) 15137 13470 18168 16190

Dependent variable: firm-level tfp
Estimation method: FE panel GLS (Model 1 to Model 6); SUR panel (Model 7).
(a) Sub-sample excluding firms having a foreign parent (or controlling shareholder) or foreign subsidiaries.

***,**,* significant values at 99, 95, 90%; Standard errors in parenthesis.
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Figure 1: Predicted output, cumulative distribution functions by sector
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Figure 2: High to low technology firms ratio (ΘH/ΘL), NUTS 2 regions.
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Figure 3: Firms’ tfp distribution, NUTS 2 regions, average values.
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A Clustering over sub-periods

Our benchmark production function coefficients are estimated in a pooled regression under the assumption that

observations are independent across firms and time. Such a framework allows for free technology change but

does not control for the existence of firm-specific effects.

To take advantage of the panel nature of our data, we split the sample into two sub-periods (2003-2005 and

2006-2009) and re-estimate the production function parameters introducing firms’ fixed effects to account for

time dependency at the firm-level in the mixture regression.20 This assumption is theoretically consistent with

the idea that technology changes typically do not occur in the short run and is empirically consistent with the

low number of transitions and the absence of “double changes” that we find in our benchmark analysis with

i.i.d. observations.

We obtain the following results.

First, we show in Table 8 that coefficients’ estimates are virtually unchanged with respect to coefficients

reported in Table 2. We observe a slight reduction of the capital coefficients from the first to the second

sub-period. This reduction is in general small.

Second, the results of the technology adoption and tfp regressions (see Table 11) obtained under the present

specification are substantially similar to those obtained in the benchmark estimation (cfr. Table 4). In Table

11, the first column lists the variables, the second and the third columns list the estimated parameters from

the technology adoption and tfp regressions respectively. The model specification is that of Model 5 in Tables

5 and 6, with the full set of controls included and the intangible assets variable instrumented by its one-year

lagged values.21

20This follows the same logic of the longitudinal clustering of McNicholas and Murphy (2010).
21In back of the envelope calculations, we also checked whether our ex-ante probabilities, and thus our clustering, might be

explained by omitted drivers, so-called concomitant variables (Dayton and Macready, 1988). In a first robustness check, we consider
a vector of concomitant variables including intangible fixed assets and firm’s age. In a second check, we instead include labor costs
(under the reasonable assumption that capital costs are constant across European countries). Though with some differences across
sectors, we find that the relative size of the clusters is very similar to the benchmark size reported in Table 2. This result suggests
that our initial random assignment does not affect the final clustering. Results of these checks are available upon request.
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B Identification of the “true” number of technologies: flexible num-

ber of clusters

We assumed the existence of two technology-clusters (i.e., M = 2) in our analysis. This assumption makes the

identification of the “high” technology in the technology adoption analysis straightforward.

In this Section we re-estimate the production function under alternative values of M and follow a sound

statistical criterion in search of the “true” number of clusters (i.e., technologies) in each sector.22

We use a log-likelihood ratio (LR) bootstrapped test (Mc Lachlan, 1987)23, which uses bootstrapped replica-

tions of the model to test (as a chi-square) the difference about the log-likelihoods of two solutions (e.g., M = 2

versus M = 3).

Table 9 shows the LR-test results with respect to the alternative hypothesis that the number of segments

is greater than a given M , with decisive values highlighted. We observe that the LR-test always rejects the

hypothesis of M = 1 and suggests the presence of two technology clusters (i.e., M = 2) in only one out of nine

sectors, three clusters (i.e., M = 3) in five sectors, and four clusters (i.e., M = 4) in three sectors. For each

sector, Table 10 reports the technology-specific coefficients estimated through a mixture regression in which the

number of technology clusters is set to the value suggested by the LR-test. Notwithstanding some variability

across clusters, the values remains economically meaningful. We then re-obtain each firm’s tfp using the new

inputs’ coefficients and re-run the tfp analysis of Section 4. Results are presented in the last column of Table

11. The estimated coefficients of our main explanatory variables are broadly similar, in sign and statistical

significance, to those obtained in our basic estimation (see Table 6).

We can conclude that the analysis of the relation between intangible assets and tfp is not significantly affected

by our assumption of M = 2.
22In order to our mixture analysis approach produce tfp estimates that are virtually purged of the “technology bias” highlighted

in Section B.1, the number of available technologies has to be correctly identified. Only in that case, in fact β̂m equals β∗m.
23Alternatives, such as the MAIC - Modified Akaike Information Criterion (Hawkins et al., 2001) and the classical BIC - Bayesian

Information Criterion (Fraley and Raftery, 2002), yield equivalent results.
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C Country selection

The clustering obtained in the mixture model analysis may be driven by country size or other unobservable

country-level differences (that lead to a selection bias in the sample of firms). In this Section, we address the

robustness of our results with respect to this possibility.

First, we calculate the composition of each country in terms of share of firms belonging to ΘH and ΘL. ΘH

and ΘL being defined at a sectoral level, we report each country’s composition averaged across sectors. See Table

12. Although it is reasonable to expect that firms adopting a high technology are relatively more numerous in

continental or scandinavian economies whereas firms adopting a low technology are more common in eastern

Europe, we observe that ΘH and ΘL do not merely reproduce single countries or groups of countries. Indeed,

technology-H and technology-L firms coexist within each country. As expected, countries such as Belgium,

Germany and Sweden are characterized by a very high share of technology-H firms, and countries such as

Slovak Republic, Czech Republic and Slovenia by a high share of technology-L firms. Nevertheless, no country

is composed entirely by only one type (i.e., one cluster) of firms. This appears clearly in Figure 2, where the

ratio of the number of observations in the two technology groups is reported at a regional level.

Second, we re-run the mixture model for tfp estimation on country-specific samples of firms for given coun-

tries, in order to examine whether multiple clusters of firms emerge also within country-specific populations.

We select two countries that in the Amadeus database have populations of firms with very different coverage

(France, for which we have 14384 observations, and Norway, for which we have 201 observations) and a third

country (Slovak Republic, with 1530 observations available) as a representative less advanced eastern Euro-

pean country. The results are presented in Table 13, where the within country technology clusters (obtained

through the within country mixture model regression) are presented along with the within country technology

composition (obtained through the cross-country mixture model regression). We find sub-populations of firms

- for France, Norway, and Slovak Republic, separately - characterized by one cluster in some sectors and by

two clusters in some other sectors. We find one single cluster for all of the three considered countries only

in the metal products industry. Hence, even if an unobservable country-specific selection bias may be present

(according to which, for example, only large firms or more “efficient” firms are included in the sample, with the

consequence that within country heterogeneity may be reduced), multiple technology clusters still emerge within
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countries. Although this is not a proof on the number of clusters of any country-sector sub-population, firms

from country-sector sub-populations in most cases are shown to cluster into the two groups ΘH and ΘL. This

unveils that, while the one-technology assumption may be justified for some country-sector sub-populations, it

should be always relaxed when cross-country firm-level data are used.24

D Simultaneity bias

In this Section we re-estimate the production function coefficients following the semi-parametric approach sug-

gested by Olley and Pakes (1996) to show to which extent not controlling for simultaneity affects our baseline

estimates. Several methods have been suggested by the literature to cope with the presence of simultaneity (cfr.

Levinsohn and Petrin (2003), Ackerberg et al. (2006), Wooldridge (2009), and Doraszelski and Jaumandreu

(2012). As shown by Ornaghi and Van Beveren (2012), different estimation routines may lead to very different

estimated coefficients. We choose the Olley-Pakes approach because it is currently the most widely used. How-

ever, since Olley and Pakes assume that labour is a fully variable input, we introduce the correction suggested

by Ackerberg et al. (2006) (and adopt the acronym OPACF to refer to the resulting estimation procedure). For

more details on the estimation routine, the reader is redirected to Section 5.2.1 of Del Gatto et al. (2011).25

As a first comparison, we report in Table 14 the coefficients estimated through the OPACF method, and

compare them with those obtained through a simple OLS estimation. The latter estimation is equivalent to a

one-group mixture regression.

We observe that, as expected, OLS estimates are always in the middle, compared to the mixture-based

coefficients obtained in the two-groups case (see Table 2). This is a consequence of the fact that β̂n =∑M
m=1 β̂n,m

Θm∑M
m=1 Θm

(see footnote 19).

No clear pattern emerges from the comparison of the OPACF and the OLS coefficients, neither in terms of

returns to scale, nor in terms of capital-to-labour coefficients ratio. This might be interpreted as evidence of

the fact that the simultaneity bias does not affect our results in a given direction.
24Note that firms may cluster in different technology groups in the within country estimation while they cluster in a single group

in the cross-country mixture estimation, and vice-versa. This is due to the fact that, as explained in Section 3, the segment-specific
parameters µm and σ2

m, on which the groups are determined, vary with the available information set.
25As discussed in Section B.2, in principle we might also take advantage of the Doraszelski and Jaumandreu (2012) approach

to endogenize the innovation choice, while taking into account simultaneity. Unfortunately, this would require data on R&D that
are not available in our dataset. We might replace R&D with investment in intangible assets, obtained as difference between
intangible assets levels in two consecutive years, but this would change the data generating process with respect to Doraszelski and
Jaumandreu (2012).

v



As a further check, we re-compute firms’ tfp using OPACF within the two groups identified by the mixture

analysis. This strategy presents some drawbacks. First, using the mixture regressions as a first step aimed at

identifying the groups is not correct, because the identification of the two technology groups is endogenous to the

estimation. In other words, firms that fall in one group might fall in the other group in an ideal “simultaneity

free” mixture regression. Second, the Olley-Pakes procedure requires information on firms’ investments, and

this dramatically reflects onto the number of observations, which shrinks by 2/3. This notwithstanding, we re-

compute firms’ tfp by technology groups, using the Olley-Pakes coefficients reported in Table 14. Interestingly,

the correlation with the mixture-based tfp is around 0.7 for both technologies.

References

[1] Dayton, C. M. & Macready, G.B. (1988). Concomitant-Variable Latent-Class Models. Journal of the Amer-

ican Statistical Association, 78, 173-178.

[2] Fraley, C. & Raftery, A. (2002). Model-based Clustering, Discriminant Analysis, and Density Estimation.

Journal of the American Statistical Association, 97, 611-631.

[3] Hawkins, D. S., Allen, D. M. & Stromberg, A. J. (2001). Determining the Number of Components in

Mixtures of Linear Models. Computational Statistics and Data Analysis, 38, 15-48.

[4] Mc Lachlan, G. (1987). On Bootstrapping the Likelihood Ratio Test Statistic for the Number of Components

in a Normal Mixture, Journal of the Royal Statistical Society C, 36, 318-324.

[5] McNicholas, P. D. & Murphy, T.B.(2010). Model-based Clustering of Longitudinal Data. The Canadian

Journal of Statistics, 38(1), 153-168.

[6] Ornaghi, C. & Van Beveren, I. (2012). Semi-parametric Estimation of Production Functions: A Sensitivity

Analysis. mimeo.

vi



T
ab

le
8:

R
ob

us
tn

es
s,

m
ix

tu
re

re
gr

es
si

on
w

it
h

cl
us

te
ri

ng
ov

er
su

b-
pe

ri
od

s.

S
u
b
-p

e
r
io

d
2
0
0
3
-2

0
0
5

S
u
b
-p

e
r
io

d
2
0
0
6
-2

0
0
9

C
lu

s
t
e
r

1
C

lu
s
t
e
r

2
C

lu
s
t
e
r

1
C

lu
s
t
e
r

2

S
E

C
T

O
R

β
K

β
L

c
o
n
s
t

β
K

β
L

c
o
n
s
t

β
K

β
L

c
o
n
s
t

β
K

β
L

c
o
n
s
t

C
H

c
o
e
ff

s
0
.3

6
1
*
*
*

0
.5

0
9
*
*
*

-0
.4

6
9
*
*
*

0
.1

8
4
*
*
*

0
.7

7
7
*
*
*

0
.0

8
8
*
*
*

0
.2

4
7
*
*
*

0
.6

3
9
*
*
*

-0
.3

5
7
*
*
*

0
.1

6
9
*
*
*

0
.7

7
2
*
*
*

0
.1

9
6
*
*
*

s
t
.e

r
r
.

(0
.0

2
9
)

(0
.0

3
1
)

(0
.0

2
1
)

(0
.0

0
8
)

(0
.0

0
8
)

(0
.0

0
6
)

(0
.0

1
7
)

(0
.0

1
7
)

(0
.0

1
1
)

(0
.0

0
8
)

(0
.0

0
8
)

(0
.0

0
6
)

n
.o

b
s

9
9
1

5
5
6
8

2
2
9
8

4
9
9
7

R
P

c
o
e
ff

s
0
.5

0
2
*
*
*

0
.4

5
1
*
*
*

-0
.5

7
5
*
*
*

0
.1

7
2
*
*
*

0
.7

8
1
*
*
*

0
.1

1
6
*
*
*

0
.3

6
7
*
*
*

0
.5

3
1
*
*
*

-0
.4

4
4
*
*
*

0
.1

5
3
*
*
*

0
.7

9
3
*
*
*

0
.2

3
8
*
*
*

s
t
.e

r
r
.

(0
.0

2
6
)

(0
.0

2
5
)

(0
.0

2
3
)

(0
.0

0
7
)

(0
.0

0
8
)

(0
.0

0
5
)

(0
.0

2
0
)

(0
.0

1
8
)

(0
.0

1
5
)

(0
.0

0
8
)

(0
.0

0
8
)

(0
.0

0
5
)

n
.o

b
s

7
7
8

4
0
2
8

1
6
9
0

4
0
3
2

O
N

M
c
o
e
ff

s
0
.5

8
6
*
*
*

0
.3

5
7
*
*
*

-0
.5

7
3
*
*
*

0
.3

0
7
*
*
*

0
.6

5
2
*
*
*

0
.1

3
0
*
*
*

0
.4

9
8
*
*
*

0
.3

9
2
*
*
*

-0
.4

6
7
*
*
*

0
.2

5
2
*
*
*

0
.7

0
8
*
*
*

0
.1

7
5
*
*
*

s
t
.e

r
r
.

(0
.0

2
7
)

(0
.0

2
6
)

(0
.0

2
4
)

(0
.0

0
9
)

(0
.0

0
9
)

(0
.0

0
6
)

(0
.0

2
4
)

(0
.0

2
9
)

(0
.0

2
4
)

(0
.0

1
0
)

(0
.0

1
1
)

(0
.0

0
7
)

n
.o

b
s

5
9
3

3
2
0
8

9
4
6

3
1
5
7

B
M

c
o
e
ff

s
0
.5

2
6
*
*
*

0
.4

2
3
*
*
*

-0
.9

0
4
*
*
*

0
.2

3
5
*
*
*

0
.6

6
1
*
*
*

0
.3

2
3
*
*
*

0
.4

3
9
*
*
*

0
.4

3
8
*
*
*

-0
.8

2
6
*
*
*

0
.2

6
9
*
*
*

0
.6

1
3
*
*
*

0
.1

8
9
*
*
*

s
t
.e

r
r
.

(0
.0

5
2
)

(0
.0

5
7
)

(0
.0

2
7
)

(0
.0

1
6
)

(0
.0

1
6
)

(0
.0

0
8
)

(0
.0

4
1
)

(0
.0

4
4
)

(0
.0

3
1
)

(0
.0

1
5
)

(0
.0

1
6
)

(0
.0

0
8
)

n
.o

b
s

2
3
1

8
9
2

4
2
4

1
4
2
1

M
E

c
o
e
ff

s
0
.5

0
2
*
*
*

0
.3

1
4
*
*
*

0
.3

1
3
*
*
*

0
.1

5
7
*
*
*

0
.7

1
2
*
*
*

0
.2

5
5
*
*
*

0
.3

5
5
*
*
*

0
.4

9
7
*
*
*

-0
.8

7
1
*
*
*

0
.1

5
4
*
*
*

0
.7

0
4
*
*
*

0
.3

4
1
*
*
*

s
t
.e

r
r
.

(0
.0

2
8
)

(0
.0

3
2
)

(0
.0

0
4
)

(0
.0

0
9
)

(0
.0

0
8
)

(0
.0

0
5
)

(0
.0

2
1
)

(0
.0

2
8
)

(0
.0

2
0
)

(0
.0

0
7
)

(0
.0

0
7
)

(0
.0

0
5
)

n
.o

b
s

6
9
8

2
7
2
6

1
3
5
0

3
8
4
9

E
L

c
o
e
ff

s
0
.4

8
5
*
*
*

0
.4

0
4
*
*
*

-0
.6

2
0
*
*
*

0
.0

9
6
*
*
*

0
.8

4
1
*
*
*

0
.1

3
8
*
*
*

0
.3

7
3
*
*
*

0
.4

6
0
*
*
*

-0
.4

3
6
*
*
*

0
.1

0
1
*
*
*

0
.8

3
3
*
*
*

0
.2

8
8
*
*
*

s
t
.e

r
r
.

(0
.0

2
4
)

(0
.0

2
1
)

(0
.0

1
8
)

(0
.0

1
0
)

(0
.0

1
1
)

(0
.0

0
7
)

(0
.0

1
7
)

(0
.0

1
5
)

(0
.0

1
2
)

(0
.0

0
9
)

(0
.0

0
9
)

(0
.0

0
6
)

n
.o

b
s

1
3
3
4

4
8
8
3

2
5
5
9

5
0
0
8

M
A

c
o
e
ff

s
0
.4

6
6
*
*
*

0
.3

4
9
*
*
*

-0
.7

5
1
*
*
*

0
.0

9
7
*
*
*

0
.8

6
4
*
*
*

0
.0

9
7
*
*
*

0
.3

7
8
*
*
*

0
.4

4
5
*
*
*

-0
.5

1
9
*
*
*

0
.0

8
2
*
*
*

0
.8

5
6
*
*
*

0
.2

0
8
*
*
*

s
t
.e

r
r
.

(0
.0

2
7
)

(0
.0

2
6
)

(0
.0

2
2
)

(0
.0

0
6
)

(0
.0

0
6
)

(0
.0

0
4
)

(0
.0

1
8
)

(0
.0

2
0
)

(0
.0

1
4
)

(0
.0

0
6
)

(0
.0

0
6
)

(0
.0

0
3
)

n
.o

b
s

9
7
6

6
6
0
5

1
9
2
4

7
2
1
2

M
V

c
o
e
ff

s
0
.4

2
2
*
*
*

0
.5

8
3
*
*
*

-0
.5

4
0
*
*
*

0
.1

9
4
*
*
*

0
.7

4
7
*
*
*

0
.1

6
9
*
*
*

0
.4

6
0
*
*
*

0
.5

5
1
*
*
*

-0
.4

1
4
*
*
*

0
.1

7
5
*
*
*

0
.7

4
8
*
*
*

0
.2

5
4
*
*
*

s
t
.e

r
r
.

(0
.0

3
6
)

(0
.0

4
1
)

(0
.0

2
9
)

(0
.0

1
6
)

(0
.0

1
6
)

(0
.0

0
8
)

(0
.0

2
8
)

(0
.0

2
6
)

(0
.0

1
8
)

(0
.0

1
5
)

(0
.0

1
5
)

(0
.0

0
7
)

n
.o

b
s

3
7
5

1
1
5
9

7
2
8

1
4
4
1

O
T

R
c
o
e
ff

s
0
.4

4
0
*
*

0
.5

1
2
*
*

-0
.7

1
9
*
*
*

0
.1

0
5
*
*

0
.8

0
0
*
*
*

0
.1

3
2
*
*
*

0
.1

4
7

0
.7

3
9
*
*

-0
.6

0
9
*
*
*

0
.0

7
4
*
*

0
.8

2
3
*
*

0
.2

2
6
*
*
*

s
t
.e

r
r
.

(0
.1

4
5
)

(0
.1

4
0
)

(0
.0

7
1
)

(0
.0

2
2
)

(0
.0

2
2
)

(0
.0

1
0
)

(0
.0

8
6
)

(0
.1

0
0
)

(0
.0

5
1
)

(0
.0

2
5
)

(0
.0

2
4
)

(0
.0

1
2
)

n
.o

b
s

8
5

5
5
8

1
9
0

5
1
9

B
o
o
ts

tr
a
p
p

e
d

st
a
n
d
a
rd

e
rr

o
rs

(1
0
0

re
p
li
c
a
ti

o
n
s)

in
p
a
re

n
th

e
si

s.
*
*
*
,*

*
,*

si
g
n
ifi

c
a
n
t

v
a
lu

e
s

a
t

9
9
,

9
5
,

9
0
%

vii



T
ab

le
9:

R
ob

us
tn

es
s,

fle
xi

bl
e

nu
m

be
r

of
cl

us
te

rs
-

L
R

te
st

.

S
E

C
T

O
R

L
R

(M
=

1
)

L
R

(M
=

2
)

L
R

(M
=

3
)

L
R

(M
=

4
)

C
H

0
.0

5
0
.0

5
0
.2

5

R
P

0
.0

2
0
.0

2
0
.3

8

O
N

M
0
.0

2
0
.0

2
0
.7

1

B
M

0
.0

2
0
.0

8

M
E

0
.0

2
0
.0

4
0
.0

2
0
.2

9

E
L

0
.0

2
0
.0

4
0
.5

8

M
A

0
.0

2
0
.0

4
0
.0

4
0
.5

2

M
V

0
.0

2
0
.0

4
0
.0

4
0
.5

7

O
T

R
0
.0

2
0
.0

4
0
.5

4

L
R

=
lo

g
-l

ik
el

ih
o
o
d

ra
ti

o
te

st
v
a
lu

es
fo

r
H

0
:
n
u

m
b

.
o
f

se
g
m

en
ts

=
M
,H

1
:
n
u

m
b

.
o
f

se
g
m

en
ts
>
M

B
o
o
ts

tr
a
p

p
ed

te
st

s
(2

5
re

p
li
ca

ti
o
n

s)
.

D
ec

is
iv

e
te

st
s

in
b

o
ld

fa
ce

.

viii



T
ab

le
10

:
R

ob
us

tn
es

s,
fle

xi
bl

e
nu

m
be

r
of

cl
us

te
rs

-
m

ix
tu

re
re

gr
es

si
on

ou
tp

ut
.

C
lu

s
t
e
r

1
C

lu
s
t
e
r

2
C

lu
s
t
e
r

3
C

lu
s
t
e
r

4

β
K

β
L

c
o
n
s
t

β
K

β
L

c
o
n
s
t

β
K

β
L

c
o
n
s
t

β
K

β
L

c
o
n
s
t

C
H

c
o
e
ff

s
0
.3

8
1
*
*
*

0
.4

6
7
*
*
*

-0
.5

7
1
*
*
*

0
.2

7
2
*
*
*

0
.7

8
1
*
*
*

0
.0

1
6
*
*
*

0
.1

5
5
*
*
*

0
.7

7
1
*
*
*

0
.0

5
6
*
*
*

(0
.0

4
1
)

(0
.0

4
1
)

(0
.0

4
5
)

(0
.0

2
6
)

(0
.0

2
5
)

(0
.0

1
7
)

(0
.0

1
4
)

(0
.0

1
1
)

(0
.0

0
9
)

n
.o

b
s

5
7
3

6
9
6

1
2
5
8
5

R
P

c
o
e
ff

s
0
.4

9
5
*
*
*

0
.4

1
3
*
*
*

-0
.4

0
5
*
*
*

0
.4

1
3
*
*

0
.4

3
6
*
*

-1
.5

2
2
*
*
*

0
.1

5
4
*
*
*

0
.7

9
6
*
*
*

0
.1

4
9
*
*
*

(0
.0

1
8
)

(0
.0

1
8
)

(0
.0

2
1
)

(0
.1

9
1
)

(0
.2

1
2
)

(0
.2

5
2
)

(0
.0

0
6
)

(0
.0

0
7
)

(0
.0

0
4
)

n
.o

b
s

9
2
6

1
8
4
2

7
7
6
0

O
N

M
c
o
e
ff

s
0
.5

4
9
*
*
*

0
.3

0
8
*
*
*

-0
.3

8
1
*
*
*

0
.2

9
7
*
*
*

0
.6

6
2
*
*
*

0
.1

5
7
*
*
*

0
.0

9
7
*
*
*

0
.8

9
6
*
*
*

-0
.0

3
6
*
*

(0
.0

2
4
)

(0
.0

2
5
)

(0
.0

2
6
)

(0
.0

1
0
)

(0
.0

1
1
)

(0
.0

1
1
)

(0
.0

2
1
)

(0
.0

2
4
)

(0
.0

1
6
)

n
.o

b
s

1
1
3
0

6
4
1
0

3
6
4

B
M

c
o
e
ff

s
0
.5

3
7
*
*
*

0
.3

2
2
*
*
*

-0
.5

7
4
*
*
*

0
.2

4
9
*
*
*

0
.6

4
0
*
*
*

0
.2

5
6
*
*
*

(0
.0

3
7
)

(0
.0

3
9
)

(0
.0

4
4
)

(0
.0

1
3
)

(0
.0

1
2
)

(0
.0

0
6
)

n
.o

b
s

6
7
1

2
2
9
7

M
E

c
o
e
ff

s
0
.4

7
9
*
*
*

0
.2

4
7
*
*
*

-0
.6

7
2
*
*
*

0
.2

4
5
*
*
*

0
.5

3
4
*
*
*

0
.3

2
6
*
*
*

0
.1

3
4
*
*
*

0
.7

5
8
*
*
*

0
.2

7
2
*
*
*

0
.1

2
4
*
*
*

0
.7

3
8
*
*
*

.7
3
8
*
*
*

(0
.0

1
9
)

(0
.0

2
1
)

(0
.0

2
1
)

(0
.0

2
3
)

(0
.0

3
4
)

(0
.0

2
0
)

(0
.0

1
1
)

(0
.0

1
4
)

(0
.0

1
1
)

(0
.0

2
1
)

(0
.0

2
0
)

(0
.0

3
7
)

n
.o

b
s

2
1
8
0

1
1
2

5
3
0
1

1
0
3
0

E
L

c
o
e
ff

s
0
.4

5
6
*
*
*

0
.3

3
9
*
*
*

-0
.3

8
3
*
*
*

0
.4

0
6
*

0
.3

9
7
*

-1
.7

8
3
*
*
*

0
.0

4
0
*
*
*

0
.9

0
8
*
*
*

0
.1

6
7
*
*
*

(0
.0

1
7
)

(0
.0

1
6
)

(0
.0

1
9
)

(0
.2

0
0
)

(0
.1

8
0
)

(0
.2

9
2
)

(0
.0

0
8
)

(0
.0

0
9
)

(0
.0

0
4
)

n
.o

b
s

2
1
4
0

2
3
6
4

9
2
8
0

M
A

c
o
e
ff

s
0
.4

5
2
*
*

0
.2

3
9

-1
.5

9
3
*
*
*

0
.4

3
3
*
*
*

0
.3

1
5
*
*
*

-0
.5

0
9
*
*
*

0
.0

7
0
*
*
*

0
.8

8
2
*
*
*

0
.1

2
9
*
*
*

0
.0

1
7

0
.9

3
0
*
*
*

0
.6

4
8
*
*
*

(0
.1

3
8
)

(0
.1

7
2
)

(0
.2

4
0
)

(0
.0

1
6
)

(0
.0

1
6
)

(0
.0

1
6
)

(0
.0

0
4
)

(0
.0

0
5
)

(0
.0

0
3
)

(0
.0

1
2
)

(0
.0

1
1
)

(0
.0

1
3
)

n
.o

b
s

3
5
0

2
0
7
0

9
0
5
8

5
2
3
9

M
V

c
o
e
ff

s
0
.5

1
6
*
*
*

0
.5

5
2
*
*
*

-0
.4

4
0
*
*
*

0
.3

7
9
*
*
*

0
.3

9
1
*
*
*

-0
.0

1
3

0
.1

2
2
*
*
*

0
.8

3
1
*
*
*

0
.1

8
1
*
*
*

0
.0

7
0
*
*

0
.8

0
6
*
*
*

0
.5

0
2
*
*
*

(-
0
.0

3
0
)

(-
0
.0

3
3
)

(-
0
.0

3
6
)

(0
.0

4
1
)

(0
.0

3
9
)

(0
.0

4
4
)

(0
.0

1
9
)

(0
.0

2
1
)

(0
.0

1
2
)

(0
.0

2
6
)

(0
.0

2
7
)

(0
.0

2
3
)

n
.o

b
s

7
7
3

4
0
1

2
1
6
0

3
6
9

O
T

R
c
o
e
ff

s
0
.3

6
8
*
*

0
.5

7
4
*
*
*

-0
.5

5
3
*
*
*

0
.1

1
6
*
*
*

0
.7

9
6
*
*
*

0
.1

2
1
*
*
*

0
.0

1
8

0
.8

5
5
*
*
*

0
.4

6
2
*
*
*

(0
.0

9
)

(0
.0

8
9
)

(0
.0

5
3
)

(0
.0

1
8
)

(0
.0

1
9
)

(0
.0

1
3
)

(0
.0

3
0
)

(0
.0

2
9
)

(0
.0

2
2
)

n
.o

b
s

2
4
1

9
2
8

1
8
3

B
o
o
ts

tr
a
p
p

e
d

st
a
n
d
a
rd

e
rr

o
rs

(1
0
0

re
p
li
c
a
ti

o
n
s)

in
p
a
re

n
th

e
si

s.
*
*
*
,*

*
,*

si
g
n
ifi

c
a
n
t

v
a
lu

e
s

a
t

9
9
,

9
5
,

9
0
%

ix



Table 11: Robustness, re-run estimations.

Clustering Flexible number
over sub-periods of clusters

Technology tfp tfp
adoption effects effects
effects

Coeff. Coeff. Coeff.

Firm Intangibles (log, instrumented) 0.058 0.012 0.023
(0.008)*** (0.006)** (0.009)**

Firm Age -0.005 -0.023 -0.050
(0.009)*** (0.007)*** (0.013)***

Listed Firm -0.528 -0.191 -0.169
(0.169)*** (0.178) (0.264)

Sales (log) 0.265 0.346 0.305
(0.015)*** (0.011)*** (0.016)***

Regional R&D 0.001 -0.000 0.000
(0.000)*** (0.000) (0.000)

Region Accessibility 0.000 0.000 0.000
(0.000)* (0.000) (0.000)

Neighbouring Regions R&D 15.944 -47.710 dropped
(11.711) (146.513)

Labour Cost -0.037 0.059 0.080
(0.045) (0.010)*** (0.016)***

Country EPL -0.171 0.167 0.277
(0.514) (0.056)*** (0.094)***

Shareholder Rights -0.181 -0.500 -0.452
(0.370) (0.039)*** (0.064)***

Independent Directors -0.001 0.014 0.014
(0.007) (0.001)*** (0.001)***

Constant -0.274 -2.255 -2.789
(1.580) (0.277)*** (0.167)***

First-stage R2 0.991 0.966 0.965
Wald χ2 5.52
[Prob> χ2] [0.018]
F-stat - 2.1e+05 1.9e+05
[Prob>F] - [0.000] [0.000]
Null hyp. of weak IV (Cragg-Donald test) - rejected rejected

Firm, country, sector, year effects yes yes yes

Number of obs. 15358 13470 12541
Dependent variable: Group H tfp tfp
Estimation method: FE panel logit FE panel GLS FE panel GLS

Standard errors in parenthesis.
***,**,* significant values at 99, 95, 90%
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